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Summary

A Monte Carlo study compared the Student /-test for independentgroups to
the Cochran-Cox and Welch-Satterthwaite 'approximations? of the Mest, using
groups havingunequalvariances and unequal samplesizes. It was found that,
when the null hypothesis ' was true, these two modifled versions of the
maintained excellent controlovertheprobability of typeI errors (the a—level),
evenwhen departures from homogeneity of variance were extreme and sample
sizes were unequal. It was also found that, when the null hypothesis was false,
these modified tests were nearly as powerful as the usual Student t-test. Accord
ingly, substitution of one of these'approximations' for the Student /-test
under eonditioas where the latter is known to be inaccurate apparently mainta
ins significance levelsat their desired values withoiit appreciable loss of power.

Keywords : Student /-test, Cochran-Cox test, Welch. Satterthwaite test. Type I
and Type II Errors, Monte Carlo Method, Power Functions.

Researchers and applied statisticians have been concerned for a long
time about the validity of statistical significance tests when assumptions
underlying the tests are not satisfied. Standard textbooks frequently dis
cuss at some length the assumptions of normality and homogeneity of
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variance which are made in the F-test and the /-test (see, Winer [16];
Hays [7]; Kirk [10].

There is general agreement that the Student Mest, as well as the F-
test, are robust under, violation of the assumption of normality (see classic
studies by Box [2]; SchefiFe [13]; Boneau [1]. Computer sampling or
Monte Carlo studies have shown that the probabilities of type I and
type II errors are not appreciably modified for a variety of non-normal
populations.

Violation of homogeneity of variance is slightly more complicated,
although here also there seems to be general agreement. The Student i-
test and the f-test are robust under violation of homogeneity of vari
ance, provided sample sizes are equal. But if sample sizes are unequal,
the probability of a type I error (the a—level) is rather severely affected
by unequal variances (Hus [9]; Scheffe [13]). See also Boneau"[l], Games
and Howell [6], and Rogan and Keselman [11] for extensive and detailed
discussions of findings in this area of research.

In theoretical statistics there has been another, somewhat independ
ent, line of inquiry that is relevant to these issues. Early in this century,
statisticians examined the sampling distribution of the Student /-statistic
for independent samples under conditions where population variances
are unequal and pooling of sample variances is not feasible. That is, in
contrast to the usual test statistic employed in the Student /-test,

t =

u
A-i - Za . (1)

+
A'l N,

where is a pooled estimate of the population variance, which is distri
buted as Student's /-test with + N2 —2 degrees of freedom, investiga
tors examined the distribution of

- Za . (2)
s'l I s'i

V N.

where and are the (unpooled) sample estimates of the population
variance. It was discovered that /' has the so-called Behrens-Fisher dis
tribution (Fisher [4]; Fisher and Yates [5]) and not the Student /-distri
bution.
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. proposed a modification of the Student<-test for this case of unequal variances. They based their modified test
on the r value given by equation (2) and calculated the critical value of
t by the formula

t' (critical)
A.
N,

Nr

+
N,- (3)

N,

where t-i and are the usual tabled critical values ofthe Student f-statis*
tic for Ni —1and N^ —\ degrees of freedom. Accordingly, the critical
value of t varies from one sample to another, depending on the sample
variances and relative sample sizes.

Continuing along these lines, Welch [14], [15] and Satterthwaite [12]
introduced another version of the /-test based on a different sort of
approximation. These investigators employed the same t' statistic calcu
lated according to equation (2), but interpreted this statistic with refer-'
ence to a modified number of degrees of freedom given by

df = [jsim +
(sUn^Y
Ni - 1

+
(4)

Again, the critical value of t' calculated by this method varies from one
sample to another.

These tests have come to be known as the Cochran-Cox and Welchr
Satterthwaite approximations. The term 'approximation' is somewhat
misleading in this context. The critical values of the test statistic, t',
given by the above formulas are approximations of those given precisely
by the Behrens-Fisher distribution. There is considerable evidence, how
ever, that these modified versions are actually more accurate than the
usual Student t under some conditions. Welch [14]. [IS] regarded this
technique as a generalization of the usual Student r-test.

These ideas are not commonly presented in introductory statistics texts
in Education and Psychology. See, however, Winer [16], Kirk [10], and
Howell [8] for informative discussions. Unfortunately, this entire theo
retical development has been carried on more or less independently of
the investigations of heterogeneity of variance using Monte Carlo techni
que! that were mentioned above.
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It is notable that the classic Monte Carlo studies like that of Boneau

[1] have examined violations of homogeneity of Variance with unequal
sample sizes by pooling variances and calculating the usual Student U
statistic by equation (1). The widely cited conclusions about unequal
variances and unequal sample sizes are based on that method. It is not

s known how heterogeneous variances together with unequal sample sizes
affect the Cochran-Cox and Welch-Satterthwaite versions of the Mest,
when the critical value of t', calculated by equations (3) and (4), variei
from one sample to another.

The purpose of the present paper is to compare the Student /-test, the
Cochran-Cox test, and the Welch-Satterthwaite test with respect to both
type I errors and type II errors when variances are unequal aiid sample
sizes are unequal. That is, our intention is to investigate the robustness
of these alternatives, or "approximations", under conditions where the
usual Student r-test is not robust, using the same computer sampling-
technique to compare all three tests.

Monte Carlo Method for Comparison of r-Test and Approximations

' A computer program* obtained two random samples of Ny and Nt
scores, respectively, based on computer generation of randoni numbers.
These samples were selected from prearranged normally distributed
populations having mean 0 and variance 1.

The scores, denoted by Xi and Xj, were then transformed by adding a
constant and multiplying by a constant to produce desired differences in
means and variances as needed in different parts of the study. First, a
constant c was added to Xi, so that the means of the two groups
differed by c. Next, Xj was multiplied by another constant, k, so that the
ratio of the standard deviations of the two groups was k (or the ratio of
the variances was k^). That is, the complete transformation was

= + c

Xt = kXt

This procedure resulted in independent groups of normally distributed
scores of size Ny and N»i having a difference between means

I = c,.

•A listing of the computer program, written in BASIC;can be obtained by writing
to the author.
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and a ratio of standard deviations,

"iha ~

For each pair of samples of Ni and N3 scores, the computer per
formed ths Student f-test for independent groups, the Cochran-Cox
modification of the / test, and the Welch-Sattcrthwaite modification of

the i-test, all on the same scores. Throughout the present study the
significance level was .05 and all tests were non-directional. In most cases
there were 18 degrees of freedom—that is, sample sizes were = 10,
N2 = 10; or Ni = 15, = 5; and so on.

The ratio of sample sizes N1IN2, as well as the ratio of standard, devi
ations "i/'a, was varied systematically. The ratio N1IN2 had values of
.1/3, 2/3, I, 3/2, and 3 in different parts of the study, and the ratio "i/",
assumed values ranging from 1 to 5 in increments of .5. Furthermore,
the difference between means ranged from 0 to 4.5 times the standard

error of the difference, given by

S.E. = V (o^/iVi) + (•'l/iVg) '

in increments of .5 S.E.
Sometimes the larger variance was associated with the larger sample

size and sometimes with the smaller sample size. For each combination
of parameters in the study, there were 3000 replications of the entire
procedure of selecting N, and Ni scores, together with 3000 calculations
of each of the three test satistics.. From the relative frequency with
which a test statistic exceeded the critical value associated with, the .05
significance level, the program obtained the probability of typeI and type
II errors.

The transformations discussed above revealed how these probabilities
depend on the degree of variance heterogeneity (the ratio "i/^a), as well
as relativesamplesizes (the ratio N1IN2). By setting (Ai - Ha = 0 (the null
hypothesis true), the probability of a type I error was found, and by
allowing —fa to have non zero values (the nullhypothesis false), the
probability of type II errors and power functions were obtained.

In addition to the parameters mentioned above, sample sizes of
Ni = 12, Ni = 12; Ni = 16, N^ = 8; and Ni = 20, JVa = 4 were
investigated. It was found that the pattern of results was similar in
dependently of the absolute sample sizes.
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Probability of Type I Errors As A Function of Variances «nd
Sample Sizes

Table ! indicates how the ratio of variances and the ratio of sample
sizes jointly determine the probability of type I errors for each of the
three significance tests. Each entry in the table is the probability that a
test statistic (Student Cochran-Cox f', or Welch-Satterthwaite t')
exceeds the critical value associated with the .05 significance level, for a
non-directional test ofthe difference between means, when the true differ
ence is zero. Each eniry is based on 3000 pairs of random samples.

Any single column in the table exhibits this probability ofa type I
error as a function of the ratio which ranges from 1 to 5 in incre
ments of .5. The columns correspond to the three test statistics ((, t', and
/"), as shown in the column headings. The five sections of the table,
from left to right, show the functions obtained when JV, and have the
values indicated. Accordingly, the ratio N1/N2 has values, from left to
right, of 1/3, 2/3, 1, 3/2, and 3. Inspection ofthis table discloses that the
probability ofa type I error for the Student <test is not modified appreci
ably by variation in the ratio 'i/'a when = N2 (middle section ofthe
table). In other words, the Student r-test is robust under violations of
homogeneity of variance (at least over the range "iK =• 1 to ojoa = S),
when sample sizes areequal. However, theprobability ofa type I errror is
changed drastically by variation in the ratio when A^j and Ns a/e
unequal (see two left-hand sections and two right-hand sections). These
are essentially the findings previously reported by Hsu [9], Schefl'e [13],
and others, that are described widely in standard textbooks.

The table shows the systematic influence of the ratio on the pro
bability of type I errors—or, in other words, departure from the nomi
nal significance level. When the larger variance is associated with the
smaller sample size (two left-hand sections), the probability of a type I
error increases gradually as the ratio,increases. On the other hand,
when the larger variance is associated with the larger sample size (two
right-hand sections), the proability of a type I error decreases as the
ratio "j/'a increases. Furthermore, the larger the discrepancy in sample
sizes, the more severe is the eflfect of unequal variances.

Next, it is apparent from the table that the probability of a type I
error for the Welch-Satterthwaite version of the f-test (the columns label
led t") remains extremely close to the significance level, .05, over tiie
entire range of values of "i/'a, whatever the value of N1IN2. Similarly,
the probability of a type I error for the Cochran-Cox version of the i-test
is relatively stable over the range of values of "j/'a, although this prob-
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JVi = 5

AT, = 15

t' t'

TABLE It-PROBAMLITY OF TYPE I ERRORS

Ni = S

AT, = 12

t'

ATi = 10

Nz = 10

t'

Ni

Nt

•• 12

• 8

t'

Ni - 15
AT. -5

/' t'

1.0 .046 .038 .051 .051 .038 .051 .051 .037 .049 .050 .040 .047 .052 .034 .045

.5 .106 .C44 .060 .075 .042 .057 .052 .040 .050 .035 .036 .049 .022 .035 .046

2.0 .160 .049 .059 .091 .046 .057 .055 .045 .051 .034 .037 .049 .011 .032 .044

.5 .:08 .C49 .056 .105 .048 .057 .057 .045 .050 .031 .040 .046 .007 .032 .047

3.0 .232 050 .056 .112 .050 058 .057 .046 .050 .031 .041 .047 .005 .032 .049

3.5 .255 .050 .056 .118 .051 .057 .C60 ,046 .051 .031 ,043 .049 .005 .035 .049

4.0 .271 .051 .056 .122 .052 .055 .062 .047. .052 .030 .044 .048 .005 .038 .050

4.5 .282 .031 .054 .128 .052 .055 .062 .047 .051 .029 .044 .049 .005 .039 .049

5.0 .291 .051 .054 .131 .053 .055 .C62 .048 .051 .029 .045 .049 .005 .041 .050

; /—Student r; Ccchran-Ccx approximatics; Wclch-Satterthwaite approximation.
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ability appears to be slightly less than .05 when sample sizes are unequal
and the larger variance is associated with the larger sample size.

Inspection of Table 1conveys a strong impression that these modified
versions of the t-test, especially the Welch-Satterthwaite version, accom
plish their intended goal very well, at least as far ass maintaining con
trol over «- levels is concerned. Both approximations apparently control
these significance levels much better than the classical Student r-test
when variances are heterogeneous arid sample sizes are unequal.

Probability of Type II Errors and Power Functions

In addition to information about the stability of ot-levels and type I.
errors, one would like to have information about type II errors and the
power ofthese versions ofthe r-test to detect non-zero differences between
means. Table 2 exhibits the probability that a test statistic (f, t' or <")
exceeds the critical value associated with the .05 significance level as a
function of the effect size, for each significance test. These
probabilities are the same as 1 minus the probability of a type II error,
or the power ofthe test. Accordingly, the columns in Table 2are essenti
ally power functions for each ofthe three versions of the r-test. Differ
ences between means are expressed in units of the standard error of a
difference.

.The four sections of the table display power functions for selected
combinations of parameters. These include two cases in which the Stu
dent r-test turned out to be accurateas far as type I error are concerned
(two left-hand sections) and two cases in which the Cochrari-Cox and
Welch-Satterthwaite tests are far more accurate thn the Student r-test
(two right-hand sections).

It is evident from Table 2 that the power of the Cochran-Cox and
Welch-Satterthwaite versions compares quite favorably with that of the
Student r-test. When iVi = ATj = 10 and "i = "a (first section), the
Student r-test is slightly more powerful than the Cochran-Cox test over
the entire range of differences between means. The Welch-Satterthwaite
test is very nearly as powerful as the Student r-test, perhaps slightly less
over part of the range. These differences^are quite small and probably
negligible in research practice. It seems clear that there is no substantial
loss of power in substituting one of the "approximations" for the Stu
dent r-test.

A similar pattern of results holds for the case JVi = iVj = 10 and
= 3 (second section of Table 2). The power of the Welch-Satter-

^hw^ite test is intermediate between that of the Student r-test and th^t
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of the Cochran-Cox test over the entire range, although again difiFerehces
are slight.

Furthermore, for cases where unequal variances and unequal sample
sizes are combined (third and fourth sections), the power functions for
the Cochrap-Cox and Welch-Satterthwaite tests are similar to the cases
just described. But the functions for the Student f-test now are anomal
ous, because the a-levels are changed drastically.

Although a cursory glance at Table 2 might lead one to conclude that
the usual Student ^-test is more powerful than the Welch-Satterthwaitc
and Cochran-Cox tests for iVi = 5 and = 15, this is not ture, because
the probability of a type I error for the Student rtest is wildly out of
control, being .223 rather than .05. An increase in the probability of
rejection of a false null hypothesis can be meaningfully identified with
an increase in power of a test only if the a- level remains constant.
Otherwise expressed, the only situation in which the power of two tests
can be compared is when both are valid.

3. Conclusions

Considerable evidence from many investigations over the past several
decades indicates that the Student ^test is not robust under violation of

the assumption of homogeneity of variance when sample sizes are un
equal. The results of the Monte Carlo method employed in the present
study conform to this well-known finding. More specifically, it was
found that the probability of a type I error for the Student /-test is an
increasing function of the ratio ajoi when sample sizes are unequal and
the larger variance is associated with the smaller sample size, and it is a
decreasing function of the ratio "i/'a when the larger variance is associat
ed with the larger sample size.

If sample sizes are equal, there is apparently little dependence on the
ratio "i/fj,, Otherwise expressed, the probability of a type I error is close
to the nominal significance level, k, when either variances are equal or
sample sizes are equal. Only the simultaneous failure of both of these
conditions modifies the significance level to any considerable degree.

Next, the present study disclosed that the so-called Cochran-Cox and
Welch-Satterthwaite "approximations" of the Mest maintained excellent
control over the probability of type I error, even under extreme violations
of homogeneity of variance and even when sample sizes were unequal.
In the case of the Welch-Satterthwaite test, especially, this probability
remained quite close to the nominal significance level, .05, when the
ratio a,/oj was as large as 5 and the ratio NiiNt was as large as 3.
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Finally, it was found that the power to reject a false null hypothesis of
the Cochran-Cox and Welch-Satterthwaite "approximations" was nearly
as great as the Student f-test. This was true under those conditions where
the Student /-test was accurate with respect to type I errors, as well as con
ditions where the Student /-test was decidedly inaccurate. In some cases
there were slight differences in power in favor of the Student /-test.
However, it seems reasonable to conclude from the results in Table 1
and Table 2 taken together that the slight differences in power of the res
pective tests is not too important, considering the vastly greater super
iority of the Welch-Satterthwaite and Cochran Cox tests in maintaining
control of the significance level when variances and sample sizes are
unequal. In any event, there is certainly no substantial loss of power in
substituting one of these so-called "approximations" for the Student /-
test.

Because of concern about unequal variances and sample sizes, many
textbooks advise researchers to maintain equal N's whenever feasible.
For example, Hays (1981) remarked when the variances are quite
unequal the use of different sample sizes can have serious effects on the
conclusions. The moral should be plain : given the usual freedom about
sample size in experimental work, when in doubt use samples of the same
size." Many other authors have made similar recommendations.

However, there are research areas in Psychology and Education where
variances of-different "groups of subjects are unequal, but sample size
is fixed and not under the investigator's control. Also, even in experi
mental studies initiated with equal sample sizes in the cells, attrition can
lead to unequal^ample sizes. The present findings suggest that, in these
circumstances, the Welch-Satterthwaite or Cochran-Cox approximations
of the /-test can be performed without substantial modification of the
probability of either type I or type II errors for whatever sample sizes
happen to be available for analysis.
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